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Abstract—Conventional planning and optimization of cellular
networks for supporting the peak-time user demand leads to
substantial wastage of electrical energy. Therefore, we propose
an energy-aware dynamic network provisioning framework for
realizing green mobile cellular systems by reducing energy con-
sumption in access networks. Proposed mechanism allows base
stations (BSs) to offload their entire traffic to the neighbors and
thus allows some BSs to switch into sleep mode for saving energy.
Four different traffic offloading schemes for redistributing users
among the neighboring BSs are proposed and investigated. Flexi-
ble resource allocation is integrated in the system for maintaining
quality of service (QoS) throughout the network. Furthermore,
for avoiding the high complexity of the formulated generalized
energy optimization problem, a heuristically guided algorithmic
framework is developed. System performance is evaluated using
extensive simulations demonstrating a substantial energy savings.
Impact of the proposed network provisioning framework on the
bandwidth utilization is also analyzed.

Index Terms—Green cellular network; dynamic network pro-
visioning; traffic offloading; BS switching; user association

I. INTRODUCTION

Due to recent unprecedented rise in demand for data ap-
plications, cellular mobile networks have been experiencing
an exponential increase in energy consumption [1], [2]. In
a cellular system, BSs of its radio access network (RAN)
are the major energy hungry equipment claiming 60-80% of
the total consumption [2], [3], while the accumulated energy
usage in user equipment (UE) is around 1% [4]. Consequently,
designing cellular network architectures and protocols for
reducing energy consumption in RANs, mainly in BSs, has
drawn considerable attention of many researchers. On the
other hand, tempo-spatial traffic diversity is natural in cellular
networks [4], [5]. A typical traffic profile in a BS normalized
to its capacity is shown in Fig. 1. Despite substantial diversity,
cellular networks are provisioned based on the peak-traffic
time leading to a significant wastage of electrical energy, espe-
cially during off-peak periods. Consequently, during the recent
years, various proposals for minimizing energy consumption
by switching off BSs have emerged [2], [4], [6]–[11].

Authors in [6] proposed an energy saving cellular access
network by employing distributed cooperation among BSs.
On the other hand, authors in [7] employed mutual cooper-
ation among BSs for manually switching BSs. However, the
schemes in [7] are applicable only for regular cell layouts.
While, [8] proposed algorithms for dynamically shutting down
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Fig. 1: Typical traffic profile in a BS of cellular networks.

BSs, but provided no mechanism for dynamically switching
them back ON. The schemes in [7] and [8] also failed to
capture the load-dependent power utilization in BSs. On the
other hand, a grid-based traffic profiling scheme for selecting
the best BSs to turn off in 3G systems was proposed in [4]. An
actor-critic based learning framework for switching BSs into
sleep mode was proposed in [9]. Besides, trade-off between
energy savings from BS switching and delay for predefined
deterministic traffic patterns was analyzed by formulating cost
minimization problems [10]. Furthermore, a distributed BS
switching framework using a game theory based cooperation
technique was presented in [11]. However, the systems in [9]–
[11] do not guarantee user data rates leading to the potential
degradation of service quality for the users in sleep mode BSs.
Moreover, none of these papers considered the diversity in
energy efficiency (EE) of BSs, a very common phenomena in
real networks, for associating offloaded traffic.

This paper proposes a network provisioning technique for
dynamically reorganizing cellular RANs for saving energy. In
the proposed system, based on the instantaneous traffic, a set
of BSs are periodically chosen to switch into low power sleep
mode by offloading their entire traffic to the neighbors leading
to reduced energy consumption in the network. Based on the
the achievable signal quality at UEs and the EE profile of
BSs, we propose four different schemes for choosing BSs for
offloading traffic. For supporting the guaranteed UE data rates,
we integrate flexible resource block (RB) allocation in the
system. Other quality of service (QoS) parameters, namely call
blocking, outage due to signal quality and network coverage
is maintained. We also formulate a generalized energy saving



optimization problem. For avoiding the high computational
complexity and for the ease of practical implementation,
a heuristically guided algorithmic framework is proposed.
Extensive simulations are carried out for thoroughly inves-
tigating the system performance under various traffic levels,
user association policies and BS power models. Evaluation is
carried out in terms of percentage of sleep mode BSs, net
energy savings and bandwidth utilization.

Organization of the paper: Section II describes the network
model. Proposed energy saving framework and the algorithms
are presented in Section III. Simulation results with a thorough
analysis is provided in Section IV. The paper finally concludes
in Section V by summarizing our key findings.

II. NETWORK MODEL

Network model is presented in the context of orthogonal
frequency division multiple access (OFDMA) based long term
evolution (LTE) networks.

A. Network Layout

We consider the downlink of a cellular network having a
set of BSs B = {B1,B2, ...,B|B|} and covering an area A =
A1 ∪A2 ∪ ....∪A|B| ⊂ R2, where Ai is the coverage area of
BS Bi. Let Si be the number of sectors in BS Bi. Orthogonal
frequency bands are assumed for all Si sectors in a BS Bi,∀i.

B. Power Consumption Profile of BSs

Let BS Bi has total NT transceiver (TRX) chains. Now,
assuming equal maximum operating power Pm

i , equal sleep
mode power psi and equal power-load proportionality constant
(PLPC) δi for all of these NT chains of Bi, total instantaneous
operating power of Bi can be written as below [9], [10]

pi(t) =



NT∑
j=1

[
(1− δi)L(j)

i (t)Pm
i + δiP

m
i

]
(active)

NT∑
j=1

psi (sleep)

(1)

Here 0 ≤ L(j)
i (t) ≤ 1 is the load factor (LF) of jth TRX chain,

while LF of BS Bi can be written as Li(t) =
1

NT

∑NT

j=1 L
(j)
i .

The maximum power consumption in a TRX is given by
Pm
i = giPi,Tx + hi, where, Pi,Tx is the maximum transmit

power of the chain, and gi and hi are constants [10]. PLPC
parameter 0 ≤ δi ≤ 1 determines the level of dependency of
BS power consumption on LF. Thus, based on the value of δi,
we can model various power profile, i.e., EE of BSs.

C. Link Model

This paper adopts the WINNER+ non line of sight (NLOS)
urban macro-cell path-loss model [12]. Thus the path-loss PL

at a distance d in dB is given by

PL = (44.9− 6.55 log10 hBS) log(d)

+ 5.83 log10 hBS + 14.78 + 34.97 log10 fc
(2)

where d is the BS-UE separation in meter, fc is the carrier
frequency in GHz and hBS is the height of the BS in meter.

Fig. 2: A simple presentation of the proposed system model.

We also consider shadow fading in the channel and modeled
as log-normally distributed random variable with a mean zero
and standard deviation equal to σ dB.

D. Resource Block Allocation

Received signal-to-interference-plus-noise-ratio (SINR) γi,su

at uth UE located in sector s of BS Bi can be written as

γi,su =
P i,s
u,Rx

Ii,su,int + I
i,s
u,ext + PN

(3)

where P i,s
u,Rx is the received power, Ii,su,int is the intra-cell

interference, Ii,su,ext is the inter-cell interference and PN is
the thermal noise power. In a OFDMA-based BS, zero intra-
cell interfrence occurs resulting from the use of orthogonal
frequency bands. We also consider adaptive modulation and
coding (AMC) scheme. Then γi,su can be mapped to the
spectral efficiency (SE) given in bps/Hz [13] as below

ψi,s
u =


0 if γi,su < γmin

ξ log2(1 + γi,su ) if γmin ≤ γi,su < γmax

ψmax if γi,su ≥ γmax

(4)

where 0 ≤ ξ ≤ 1 , γmin, ψmax and γmax are the attenuation
factor, minimum SINR, maximum SE and the SINR at which
ψmax is achieved. Then, the number of required RBs for the
UE can be estimated by

βi,s
u =

⌈
Ri,s

u

WRBψ
i,s
u

⌉
(5)

where Ri,s
u is the required data rate, WRB is the bandwidth

per RB. dxe performs the ceiling operation on x.

III. PROPOSED ENERGY-AWARE DYNAMIC NETWORK
PROVISIONING

Despite the high degree tempo-spatial diversity in traffic
generation, cellular networks are provisioned based on the
peak-traffic and all RAN equipment is left into active mode for
all time leading to significant wastage of energy. This paper
proposes adaptive traffic offloading schemes for switching
some of the BSs into sleep mode and thus improves the
EE of cellular access networks. The basic concept of the



network operation is illustrated in Fig. 2. For instance, BS B1
is switching into sleep mode for saving energy by offloading
(as shown by the arrows) its entire traffic to BS B2, B4 and
B5. At the same time, BS B6 distribute its entire traffic to
BS B4, B7 and B13, and switches into sleep mode. Proposed
traffic offloading from one BS to others is governed by the
EE of individual BSs, UE association policies, traffic of BSs,
QoS requirements and other design parameters.

A. Optimization Problem Formulation

The goal of the proposed traffic offloading schemes is to
minimize network energy consumption by keeping an opti-
mum set of BSs BON = {B∗1 , B∗2 , ..., B∗|BON |} ⊆ B in active
mode and switching {B \ BON} BSs into sleep mode. QoS
is also guaranteed by the active BSs. Thus the optimization
problem can be presented as below

argmin
{B∗1 ,B∗2 ,...,B∗|BON |

}

∑
i∈BON

Si∑
s=1

[
(1− δi)Li,s

f (t)Pm
i + δiP

m
i

]
(6)

s.t., Pi,b(t) ≤ P th
b , Pi,out(t) ≤ P th

out,∀i ∈ BON ,∀t (7)

R(a)
u (t) ≥ Ri,s

u , u = 1, 2, ...,
∑

i∈BON

Si∑
s=1

Ui,s(t),∀t (8)⋃
i∈BON

Ai(t) = A,∀t (9)

Si∑
s=1

Us(li,t)∑
u=1

βi,s
u (t) ≤

Si∑
s=1

βi,s
Tot,∀i ∈ BON ,∀t (10)

Si∑
s=1

Us(li,t)∑
u=1

P i,s
u,tx(t) ≤

Si∑
s=1

Pi,Tx,∀i ∈ BON ,∀t (11)

where Li,s
f is the LF, Pi,b is the session blocking, P th

b is the
target session blocking, Pi,out is the session outage, P th

out is
the target session outage, R(a)

u is the achievable data rate,
Ui,s is the total number of UEs, βi,s

Tot is the total number
of RBs and P i,s

u,tx is the transmit power. The subscripts and
the superscripts i, s and u used in the symbols represent the
ith BS, sth sector and uth UE respectively. QoS parameters
session blocking, session outage, UE data rate and network
coverage are guaranteed by (7), (8) and (9). Also, (10) and (11)
correspond to the limitations of available RBs and transmit
power in each BS respectively.

B. Proposed Algorithm

For given sets BON , the objective function in (6) is convex
in Li,s

f ,∀i,∀s. However, for variable BON , it turns to be non-
convex becoming a highly challenging combinatorial problem
with a large search space O(2|BON |). Therefore, this paper
proposes a centralized heuristic algorithm for periodically
finding out a set of BSs for switching into sleep mode.

1) BS Switching Policy: Proposed algorithm starts with the
initialization BON = B and sorts the BSs according to a preset
policy. It then takes one BS at a time (say, Bi) and then using
one of the policies explained below in Section III-B2, all UEs

of Bi is distributed by associating them with the neighboring
BSs. Following utility function is then evaluated

Ui(t) =

L∑
l=1

P̂ ∗l (t)/

{
P̂i(t) +

L∑
l=1

P̂l(t)

}
(12)

where L is the number of BSs to which UEs of Bi are to be
associated, and P̂l(t) and P̂ ∗l (t) are the total operating power
of lth neighbors before and after this association respectively.
If utility Ui(t) < 1 and (7)-(11) are met, then BON = BON \
{Bi}. Ui(t) < 1 implies that energy savings can be achieved
by switching Bi into sleep mode. The algorithm continues with
the next BS, updates BON and so on. After finishing with all
BSs, final BON provides the list of BSs which are left active
and the BSs in B \ BON are switched into sleep mode.

2) UE Association Policy: Let Bi,n =
{Bni,1,Bni,2, ...,Bni,Ni,b

} be the sequence of neighboring active
BSs of Bi according to which the neighbors are approached
for associating a UE located in Bi. Here Ni,b is the number
of active neighbors of Bi. In addition to the conventional
SINR-based strategies, various new neighbor sequencing
strategies are outlined here below. On the other hand, for
selecting the sequence of BSs, Bseq = {B∗1 ,B∗2 , ...,B∗|B|} in
which the algorithm proceeds from one BS to another for
distributing their UEs, various alternative are considered.
Thus, for accounting the level of received SINR at UEs and
the possibility of the network having BSs with different EE,
following four traffic offloading schemes are proposed.

a) Lower-to-Higher (LH): In this case, BSs of lower EE have
the higher priority to distribute first. While, higher efficient
neighbors are given the higher priority for accepting offloaded
UEs. That means, Bseq = {B∗1 ,B∗2 , ...,B∗|B|}, δ

∗
l ≥ δ∗m, l < m,

and Bi,n = {Bni,1,Bni,2, ...,Bni,Ni,b
}, δni,p ≤ δni,q, p < q. Here,

δ∗l and δni,p are the PLPC of B∗l and Bni,p respectively.
b) Higher-to-Lower (HL): For this scheme, Bseq =
{B∗1 ,B∗2 , ...,B∗|B|}, δ∗l ≤ δ∗m, l < m, and Bi,n =
{Bni,1,Bni,2, ...,Bni,Ni,b

}, δni,p ≥ δni,q, p < q.
c) Sequential-Sequential (SS): Under this scheme, no re-

ordering of BSs is done. The algorithm proceeds sequentially
from one BS to another according to a predefined order.
Thus, Bseq = {B1,B2, ...,B|B|}, Bl > Bm, l > m and
Bi,n = {Bni,1,Bni,2, ...,Bni,Ni,b

}, Bni,p > Bni,q, p > q.
d) Sequential-to-Better-Signal (SBS): Here, Bseq is same

as in the SS scheme. However, Bi,n is the set of neighbors
sequenced according to the descending order of received
SINR, i.e., Bi,n = {Bni,1,Bni,2, ...,Bni,Ni,b

}, SINRn
i,p ≥

SINRn
i,q, p < q. Here, SINRn

i,p is the received SINR at the
UE from neighbor BS Bni,p.

An example of the order of neighboring BSs at which they
are approached for associating a UE of BS B1 is demonstrated
in Table I. Pseudo code of the algorithm for LH scheme
is presented in Table II, which can similarly be written for
others. Proposed algorithm has a computational complexity
O(NBNU ) in place of O(NU2

NB ) of exhaustive search, while
signaling overhead is (NU +2NB). Here, NB and NU are the
number of BSs and UEs of the network respectively.



TABLE I: Neighbor sequence for associating a UE of B1
Neighboring BS ID B2 B3 B4 B5

δi 0.2 0.8 0.5 0.4
SINR (dB) 8 4 10 12

LH I IV III II
HL IV I II III
SS I II III IV

SBS III IV II I

TABLE II: Pseudo code of the algorithm for LH scheme

1: Initialize: BON = B, T, Li(t)∀i, SINR data of UEs
2: Determine Bseq = {B∗1 ,B∗2 , ...,B∗|B|},

s.t., δ∗l ≥ δ∗m, l < m
3: for i = 1 : |B|
4: Determine Bi,n = {Bni,1,Bni,2, ...,Bni,Ni,b

},
s.t., δni,p ≤ δni,q, p < q

5: Associate all UEs of B∗i with BSs in Bi,n

6: Calculate Ui(t) for B∗i using (12)
7: If (7)-(11) are met and Ui(t) < 1
8: Set BON = BON \ {B∗i } and i = i+ 1
9: Else Set i = i+ 1, End If
10: If i ≤ |B|, Go to Step 4
11: Else Stop the algorithm, End If
12: End for

IV. SIMULATIONS, RESULTS AND ANALYSIS

A. Simulation Setup

We evaluate the proposed energy saving framework through
extensive simulations. Simulated network is served by 64 BSs
deployed using hexagonal layout with an inter-site distance of√
3× 500m and uniformly distributed UEs. Carrier frequency

= 2GHz, channel bandwidth per sector = 5MHz (i.e., 25 RBs),
number of sector per BS = 6, BS transmit power per sector
= 40dBm, BS antenna gain = 18 dBi, attenuation due to non-
uniform radiation pattern = 3 dB, hBS = 25m, hUE = 1.5m
and shadow fading parameter σ = 8dB are used. AMC code
set parameters ξ = 0.75, γmin = -6.5dB, γmax = 19dB and
ψmax = 4.8bps/Hz are chosen [13].

Without losing the generality, we assume that all subscribers
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Fig. 3: Sleep mode BSs under the proposed schemes.

are of real-time constant bit rate type requring a data rate
equal to 512 kbps. New sessions arrive following a Poisson
process with parameter λ and a constant session duration of
3 minutes. Variable number of RBs, calculated using (4)-(5),
is allocated to the sessions for maintaining data rates, which
remains dedicated for the session duration. Unless otherwise
specified, P th

b = 1%, P th
out = 1%, δi = 0.7, Si = 6, psi = 0,

{gi = 21.45, hi = 354.44} [6], ∀i ∈ (1, 2, ..., |B|) are used.

B. Results and Analysis

Percentage of sleep mode BSs with the session arrival rate
is illustrated in Fig. 3. For all the schemes, values of δi for BSs
are drawn from a uniform distribution U [0.4, 1.0] for modeling
the existence of BSs with different EE. An additional case of
the SS scheme with δi = 0.7,∀i (i.e., all BSs are of equal EE)
is also included in the figure. As expected, with the increase of
session arrival, number of sleep mode BSs decreases. For this
particular parameter settings, a higher number of BSs switch
into sleep mode under the SS scheme compared to that in
both LH and HL schemes. However, nearly equal number of
BSs sleeps under LH and HL schemes. Whereas, since the
average of U [0.4, 1.0] is 0.7, for the two cases of SS scheme
with δi ∼ U [0.4, 1.0] and δi = 0.7, almost equal number
of BSs switch to sleep mode. On the other hand, though
SBS scheme allows a lower number of BSs to sleep in the
lower traffic scenario, it outperforms the others in the higher
traffic case. Since SBS scheme associates UEs to BSs offering
higher SINR, UEs require less number of RBs. Consequently,
compared to the other cases, active BSs are lightly loaded
allowing more BSs to switch into sleep mode.

Figure 4 presents the energy savings under the proposed
schemes. As seen, although equal number of BSs sleep in LH
and HL schemes, energy savings is much higher in LH scheme.
This is because, unlike HL scheme, LH scheme prioritizes BSs
of lower EE to switch to sleep mode by distributing their traffic
to BSs of higher EE. Thus the network leaves BSs in active
mode having relatively higher EE leading to higher savings.
Furthermore, for the same reasons explained in Fig. 3, SBS
scheme outperforms the others in terms of energy savings in
the higher traffic region.

On the other hand, daily energy savings under the proposed
schemes in a cellular network having traffic profile shown in
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Fig. 4: Energy savings under the proposed schemes.
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Fig. 1 is presented in Fig. 5. The parameter in the x-axis
represents the scaling factor by which the traffic profile is
shaped for simulating various level of loading of BSs. For
instance, scaling factor 0.5 implies that the the traffic load
over the entire 24 hours is multiplied by 0.5 and thus the
peak-time traffic load of the BSs is 0.5. As expected, with
the increase of the scaling factor, as the traffic load increases,
daily savings decreases. The highest daily savings is achieved
by SS scheme which is as high as 75%. While, the lowest daily
savings is achieved by SBS and HL schemes for lower and
higher loading scenarios respectively, which is also supported
by Fig. 4. However, the gap between the savings from SS and
SBS schemes diminishes with the increase of scaling factor as
SBS scheme becomes better energy efficient with the increase
of traffic load as also seen in Fig. 4.

Figure 6 demonstrates the bandwidth utilization gain (BUG)
of a network under the proposed schemes compared to that
of the conventional cellular network with no BS switching.
BUG is calculated using (LFp/LFc − 1) × 100%, where
LFp and LFc are the average LF of the active BSs in the
proposed network and the conventional network respectively.
For smaller λ, many BSs are switched into sleep mode and
their UEs are associated with the other active BSs. This
results in higher number of RBs in use in the active BSs
resulting in higher bandwidth utilization. With the increase of
λ, fewer number of BSs switch into sleep mode leaving higher
number of BSs in active mode. This leads to higher number of
under utilized BSs resulting in lower values of BUG implying
inefficient use of bandwidth.

V. CONCLUSION

This paper have proposed a framework for improving EE
of cellular RANs by employing energy-aware traffic offload-
ing. Four different schemes for offloading traffic of BSs
to their neighbors have been outlined. Using the proposed
schemes, access networks have been dynamically provisioned
by switching some of the BSs into sleep mode for saving
energy, while QoS is maintained. The schemes have been
developed by considering SINR at UEs and the power profile
of BSs. For reducing computational complexity, a heuristically
guided algorithmic framework has been proposed. System per-
formance has been evaluated thorough extensive simulations
demonstrating the impact of traffic offloading schemes, BS
power profiles and traffic levels. Among all the four schemes,
the lowest energy savings has been achieved by HL scheme,
which offload traffic from higher energy efficient BSs to those
of lower EE. On the other hand, SBS scheme that offloads
traffic to BSs offering better SINR has been found as more
energy efficient for heavily loaded conditions, whereas the
better options for lower traffic scenarios are LH and SS.
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